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1 Scope of this document  

This deliverable is the final report of task 4.3 dealing with evaluation of design integration/ 

tools. Task 4.3 is coordinated by ST-I and involves mainly tool evaluators (GMV, ST-I, ST-

PRC, Thales, PoliTo) with the support of tool providers (MDS, OFFIS, EDALab, UC, PoliMi, 

PoliTo, SNPS, and IMEC). The objective of the task 4.3 is to evaluate the methodologies 

developed in WP2 and WP3 and integrated into a unique design flow in WP1. This task 

focuses on the global COMPLEX flow which is the objective of task 4.3 (starting at M27), in 

particular with an estimation of the improvement that COMPLEX flow brings compared to 

current design practices. 

The creation of this document is coordinated by ST-I with the contribution of GMV, Thales, 

and MDS as tool evaluators. 

The document focuses on: 

¶ Relationship between COMPLEX design flow and COMPLEX Use Cases (Section 2). 

¶ Description of the evaluation process (Section 3). 

¶ Evaluation of COMPLEX design flow for every Use Case (Section 4-6). 

¶ Overall conclusions (Section 7). 

This deliverable is fundamental for milestone M4.5 at M36 COMPLEX framework 

evaluation. (together with D.4.2.2 - Final report on evaluation of design tools); it contributes 

to validate the COMPLEX framework implementation from an industrial perspective. 
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2 COMPLEX Design Flow , tools and use cases  

2.1 COMPLEX tools in the COMPLEX design flow  
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Figure 1a COMPLEX flow 
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Figure 2b COMPLEX flow for every use case 

As a reminder, Figure 1a shows the flow of the resulting COMPLEX framework as detailed in 

the overall framework description (D1.4.2 [1]), The set of three use cases developed in 

COMPLEX fully exercises the COMPLEX environment, covering all its tools listed in Table 

1. It also covers the whole flow, from different perspectives and for different purposes: Figure 

1.b shows the flavours of the flow that correspond to the three use cases. 
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Table 1 Coverage matrix with the relationship between tools and use cases 

Tool Name Overview UC1 UC2 UC3

UML/MARTE TC Tool-chain to use UML/MARTE as front-end x

HIFSuite/Stateflow

Tool-chain for supporting modeling and 

verification of HW/SW systems. (generation of 

C/SystemC from Stateflow)
x

HIFSuite/A2T

Tool-chain for supporting modeling and 

verification of HW/SW systems. (RTL-to-TLM 

abstraction)
x

IP-XACT TC
Magilem tool-chain for tools interoperability while 

using IP-XACT
x

SMOG
HW/SW task separation tool to generate input 

for estimation flows
x

PowerOpt
Behavioral synthesis tool focusing on Low-

Power devices
x

SWAT
Software Analysis, estimation and optimization 

tool-chain
x x

SCOPE+
SystemC fast estimation framework at source-

code Level
x

Synopsys VP
Simulation environment for early development of 

embedded software on multicore systems
x x

SCNSL
SystemC Network Simulation Library for 

distributed systems
x

IMEC-GRM
Global resource manager for optimizing system 

parameters at RT
x

MMCO tool
Memory Modeling Characterization and 

Optimization Tool
x

MOST
Multi-Objective System Tuner for HW/SW 

systems
x x x
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3 Evaluation process  

As detailed in the Description of Work (reference), the COMPLEX design flow covers the 

totality of design actions: from specifications to implementation. It integrates a complete set 

of tools and consists of several feedback loops, each of which targets a different abstraction 

level. Because of this complexity, the flow evaluation must follow strict rules in order to 

avoid any lack. 

To cope with evaluation complexity, COMPLEX partners propose to follow a three steps 

approach, which will offer the possibility to progressively go from use-case vision to global 

flow vision. This progressive approach will provide more clarity and a clear focus on the use-

cases, which are the most relevant design flow experiments. 

3.1 General  3-steps approach  

The evaluation of COMPLEX results follows a 3-steps approach as depicted in Figure 3. 

Use-Cases

metrics

Use-Cases

Implementations

Use-Cases

Implementations

Tools

metrics

Validation of use-cases 

behaviour and perfs

Validation of COMPLEX 

tools

Design flow evaluation 

method
Validation of COMPLEX 

design flow

 

Figure 3: Three steps evaluation approach 

The steps have been detailed in deliverable D4.1.2 [4]. Task 4.2 and the corresponding 

deliverables (e.g., this document) cover the validation of Use Cases (steps 1) and the 

validation of COMPLEX tools (step 2). The objective is to validate the industrial solution and 

give a first evaluation of tools. 
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4  Evaluation of the flow by  use-cases  

4.1 Use case 1: Embedded distributed system  

4.1.1 Reminder of use -case 1 

A whole Wireless Sensor Network (WSN) scenario is proposed as use case in the COMPLEX 

project. As depicted in Figure 4, the architecture of the use case consists of several nodes 

described at different detail levels. Node 0 is described by fully detailing its inner 

architecture: the CPU of the SoC executes application SW, the operating system, power 

management algorithms, drivers, and the interrupt service routines. The SoC model represents 

the ReISC SoC, a project developed in ST-I; the chip, at 90 nm technology, was taped-out at 

the end of 2009. 

 

Figure 4: Architecture of the embedded distributed system use case 

The application to be used in the Use Case 1 to validate the COMPLEX design flow comes 

from the health care domain. It is a virtual machine oriented to data processing in body sensor 

networks. A node of this application is able to perform some computations (such as max, min, 

median, etc.) based on collected data from sensors. The parameters of these computations 

(called ñfeaturesò) such as sampling rate, window, shift of data set, etc. can be tuned and the 

features can be activated or deactivated depending on the application demands. Parameter 

tuning and activation/deactivation of features can be done at run time. One prominent 

applications of this virtual machine will be to detect body movements, for example to monitor 

the health state of an elderly patient. Figure 4 also shows the details of the network scenario 

for the use case. Node 0 and Node 1 exchange data of the distributed healthcare application. 

Also Node 2 and Node 3 transmit data and they compete with Node 0 and Node 1 for the use 

of the radio channel. Channel occupancy level can be changed over time by turning on/off the 

concurrent data flow between Node 2 and Node 3. This configuration allows reproducing not 

only the behaviour of wireless transmission, but also the effect of a crowded channel on the 

nodes and on the target application. 
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4.1.1.1 COMPLEX flow coverage  

COMPLEX steps coverage:  

Use case 1 covers the COMPLEX flow from Stateflow specification to implementation on the 

virtual platform. The main target of these use case is to provide an efficient software design 

flow for low power wireless network application. 

 

 

Figure 5: User case, 1 flow coverage 

4.2 Evaluation of the  integ rated flow for WSN embedded system  

In order to evaluate the integrated flow, a description of the industrial state of the art flow for 

a wireless sensor network embedded system is provided. The design flow can start like in 

complex with an executable specification of the application on the node in Stateflow, and then 
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refined by two independent paths: a model of the network with network simulators (NS2, 

Omnet) for network configuration and a first application refinement and algorithmic tuning 

will be developed by the software engineers while hardware engineers are building the 

hardware platform in SystemC having as reference the HDL description of the chip. The 

mapping of the application into the network simulation can be a manual refinement or 

automatically generated by Mathwork Stateflow coder.  Once the network parameter have 

been fixed, a proper testbench that includes the relevant aspects of the interaction between the 

node and network will be developed. Then the application code can be ported on the platform 

code and refined to meet real time constraints and optimize power consumption. In this flow 

the only automatic translator is the Mathwork Stateflow coder. 

 

  

 

 

 

 

 

 
Figure 6: Use case 1, state-of the art workflow 

The COMPLEX flow starts roughly in the same way, but has a different evolution. The 

design flow with an executable specification of the application on the node in Stateflow, and 

then refined by two independent paths: a model of the network with SCNSL network 

simulators for network configuration and a first application refinement and algorithmic tuning 

will be developed by the software engineers while hardware engineers are building the 

hardware platform in SystemC having as reference the HDL description of the chip, but 
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leveraging to HIFsuite for translate a RTL IPs into SystemC TLM. The mapping of the 

application into the network simulation are automatically generated by HIFSuite.  Once the 

network parameters have been fixed, the functional node0 that represents the application is 

replaced by the SOC virtual platform; in this case we hw designers have to write a proper 

interface between the hw tlm node platform and the network developed with SCNSL, instead 

of a comlete testbench.  Then the application code can be ported on the platform code and 

refined to meet real time constraints and optimize power consumption by simulating different 

versions of the application with the help of MOST tool. 

 

  

 

 

 

 

 

 

 

 

 

Figure 7: use case 1, COMPLEX workflow 
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To summarize, the difference in manual effort between the two flows are the following: 

While in state of the art hw engineers have to developed the TLM SoC platform with power 

annotation , in COMPLEX Functional TLM can be derived by RTL with HIFSuite, only 

power annotation is required 

To include networks aspect with  the TLM SoC platform, a complete testbench that models 

the relevant network aspects should be developed, while in COMPLEX we can re-use the 

SCNSL network developed and substitute one node with the SoC platform. That means that 

hw engineers have to develop only the interface module between the SoC and SCNSL 

network. 

Finally, while in state of the art the application code can be ported on the platform code and 

refined to meet real time constraints and optimize power consumption by simulating different 

versions of the application versus different constraints modelled by  the testbench, the 

COMPLEX flow can leverage on the automatism mechanism provided by MOST.  

 

4.2.1 Design Space Exploration and results analysis for Use Case 1  
 

As stated in D4.2.2 the final platform  can be run having different input parameters: 

1. Adapt factor, i.e. K parameter of the adaptive transmission policy 

2. Power policies 

3. Network size (e.g number of nodes that produce traffic) 

Output parameter are: 

1. Packet loss (for a fixed number of packet transmitted)  

2. Total energy consumed 

 

 

Figure 8: Impact of the adaptive transmission policy on packet loss and energy  
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Figure 9: Impact of the network size on packet loss and energy 

The impact on the packet loss rate for higher adaptivity values (K>1) is equal for all the 

network size. However, for K=0 and 1 larger is the network higher is the packet loss. This 

means that higher values of adaptivity values are able to absorb the network dimension, 

having a more robust behaviour of the node.  

 

Figure 10: Impact of the adaptive transmission policy and network size on packet loss and average 

packet transmission time 

The same analysis as before can be done by looking at the average interval time between two 

packets received by the base-station.  However in this case can be noticed how increasing the 

adaptivity function, the packet loos metric is reduced but at the cost of a higher transmission 

interval, a trade-off should be found according to the application requirements. This means 

that if the application requires a higher packet throughput, this can be not sustainable.  
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Figure 11: Impact of the low power design techniques on energy 

 

Figure 12: Impact of the SPI low power design techniques and network size on energy (for ADCoff) 

As expected by applying low-power policies to both the voltage island, the energy is reduced, 

around 15% on average (see Left figure).  

4.2.2 Conclusions  
 

Hereafter we summarize the conclusions based on the development of the Use Case 1 

following the COMPLEX flow: 

- COMPLEX flow allows the system/architect designer to heavily reuse  HW IPs in 

RTLs and network scenario for develop and optimize application running on  it  

- COMPLEX flow allows the system/architect designer to optimize SW and platform 

selection using a complete wiew of the system (node and network). It also allows to 

detect possible design errors/real time consideration at high level of modelling 

- The DSE loop phase introduced in the COMPLEX flow should not take more than one 

day. The analysis and decision of which system configuration is most suitable for the 
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system, although it cannot be always straightforward, have received benefits from the 

post-processing analysis of MOST.   
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5 Use case 2: Audio -driven surveillance system  

5.1.1 Reminder on use -case 2 

As a reminder, the Audio driven Surveillance System aims at providing a modular solution 

for surveillance of critical areas as represented on Figure 13. This system being embedded, 

autonomy is a critical requirement and power management is therefore of significant impact 

on performances. In the scope of COMPLEX, the control and reduction of power 

consumption is addressed in two different ways: 

¶ At design level 

The methodology and tools developed in the scope of COMPLEX will directly impact the 

development of the system by providing early estimates of performances and power 

consumption. COMPLEX tools will favour the refinement of the design and guide architects 

and designers through different design choices: HW/SW separation, parameters optimisation 

and others. The developed system is therefore optimized to fit user requirements and design 

constraints (power consumption). 

¶ At run-time 

A second step in optimization is the dynamic control of the system architecture (software and 

hardware). The Global Resource Manager (GRM) offers the possibility to switch at run time 

both between application modes and between operating points for any selected application 

mode. These application modes and operating points are characterized by different Qualities 

of Service (Quos), power consumptions, and execution times. This allows the GRM to 

dynamically provide the user with the maximum Quos according to the power budget for a 

target hardware platform autonomy. This is performed by shutting down parts of the system 

that are not critical and optimizing the platform resources. This optimization level is called 

ñdynamic customizationò. 

 

Figure 13: Audio driven Surveillance system 
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5.1.1.1 COMPLEX flow coverage  

COMPLEX steps coverage:  

Use case 2 covers the COMPLEX flow from SystemC specifications to implementation on 

the virtual platform. The global objective of the use case is to offer the possibility to validate 

the efficiency of tools used at each step of the flow. 

Tools coverage:  

In the scope of Use Case 2, the following tools will be used and evaluated:  

¶ MOST: Design Space Exploration tool 

¶ SMOG: HW/SW separation tool 

¶ SWAT: SW estimation tool 

¶ PowerOpt: HW estimation tool 

¶ GRM: Global Resource Management 

¶ Synopsys tool: Virtual platform 

5.2 Evaluation of the in tegrated flow for audio -video surveillance 
system  

5.2.1 Flow overview  

5.2.1.1 Flow input: SCML entry model  

The first step aims at formatting the original application in order to insert it into the design 

flow. Basically it consists in building a Synopsys SCML functional model of the application 

with specific communication channels. 

The concept of the tasks modeling approach consists in structuring the application into 

independent tasks expliciting pieces of the application that could potentially run in parallel. 

This offers the possibility to isolate data dependencies for instance. It is also necessary to 

refine inputs and outputs for each task and separate local parameters from global parameters. 

At this level of abstraction, the system is represented as a set of tasks communicating together 

using SCML channels. This model is close to pure PV SystemC model and integrates the 

salient functions of the system. Tasks are isolated allowing HW/SW separation in next step.  

In Thales development flow, the SystemC model is not always available. In most of the case, 

application source code format is C/C++. Therefore, passing from C/C++ to SCML tasks 

requires additional human work. However, it will be shown in this document, that the 

additional effort will be covered by the productivity gain of the flow.  
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Then a great part of this activity, to create the SCML application, is to determine the 

corresponding interfaces for each task: types of input/output ports, sizes of ports, 

communication protocols, data to be transferred, etc 

Also, one of the main objectives of this design flow is to minimize efforts required when 

passing from this initial entry model of the application to the final implementation onto the 

targeted platform (silicon or ISS). Basically, from the entry model based on a functional 

SCML task graph using specifics SCML channel primitives for communication, we need to 

end with a cross-compiled code to run on top of the final HW system. For this purpose, a 

coding structure is imposed to the application developers in order to maximize the code reuse 

between each step of use-case 2 flow. The intent is also to improve the refinement 

opportunities for a separate mapping of different parts of the application to different processor 

cores and/or hardware blocks and to prepare the application code for the later separation and 

estimation steps in the flow. 

To carry out the potential gaps along the flow, the following rules have been imposed to 

application developers to apply earlier at this initial model: 

¶ Separate explicitly the communication and computation operations in tasks. Behaviour 

aspects should be wrapped into C functions and reused when cross-compiling to the ISS. 

Communication aspects like SCML channels or SCML ports will be moved to ST 

platform primitives manually (mailbox, interrupts, etc.). In the same time, behaviour C 

functions are meant to be extracted by the HW/SW separation tool for SW estimator 

(SWAT). 

¶ Calls to HW accelerators from SW code should be done by the same interfaces from 

the entry model to the BCA (Buss Cycle Accurate) model. This could be simply a C 

function. The memory map issue will be managed by drivers or statically. The HW 

estimator (PowerOpt) input will be this C function extracted by SMOG 

¶ The internal state of the tasks in kept within a struct  that is passed to the function as 

a parameter 

For application developers, with a minimum knowledge of SystemC development, performing 

the re-structuring from a C reference is a straightforward. Partitioning the global C variables 

into distinct state structs of the individual tasks is a refinement step that is needed in all cases 

when moving towards a parallel implementation.  During the SystemC task creation, the 

introduction of the explicit behaviour functions within the original C model imposes only a 

minimum of extra coding effort. 

Once this entry model is available, the initial functional validation can be performed in the 

Synopsys Virtual Platform simulation already.  At this level, no timing/power information 

considered, yet.  Only synchronisation and ordering relationships between the communicating 

tasks are captured and can be validated.  This way, the simulation is very fast and useful to 

refine the algorithmic structures and details of the reference model. 

5.2.1.2 HW/SW tasks separation with SMOG  

Depending on the HW/SW mapping information given by the designer, the task separation 

step is performed by SMOG and its results are fed into the estimation tools.   



COMPLEX/ST-I/R/D4.3.1/1.0  Public 
Evaluation of the integrated design flow 

 Page 22 

This tool is then very important for the following phases. In order to enter the separate 

estimation flows for each of these tools, the SCML model is automatically split into 

individual sub-models, prepared for processing with the estimation tool. SMOG automation 

allows the designer to perform several explorations with minimum efforts as soon as the entry 

model has respected the coding requirements. 

SMOG is able to prepare and produce all relevant inputs so that each NW or SW tasks can run 

independently: 

¶ The C source code to be estimated 

¶ Accompanying test bench files and tool configurations, project files and makefiles. 

¶ All required stimuli files for the test bench as needed by the estimation tools 

Since only C/C++ code is accepted by back end estimation tools, SMOG allows to extract all 

SCML related calls. Passing from SCML tasks to C/C++ tasks becomes then transparent for 

users.  

 

The results of the estimation are the augmented BAC++ blocks, which are assembled together 

with predefined IP blocks to a timing and power-aware virtual system simulation model in 

SystemC. SMOG also provides the required wrapper, augmented model and register 

interfaces to enable re-integration into the SystemC simulation in a smooth manner, reducing 

extra human efforts.  

5.2.1.3 HW tasks estimation with PowerOpt  
 

For application components that are meant to be implemented as custom hardware blocks, a 

dedicated estimation based on the PowerOpt high-level synthesis technology has been 

developed in COMPLEX, as reported in D2.4.2 [5] and D1.3.2 [2]. The PowerOpt tool 

proposes the following features: 

¶ High-level power and timing estimation for custom hardware blocks from C 

algorithmic descriptions. For Thales, this is a good tradeoff between simulation speed 

and accuracy. The test case performed for use case 2 shown that generated BAC++ 

model is about 110 times slower than the C/C++ high-level description of the input 

task. However, compared to a conventional RT-level simulation the BAC++ code is 

about 510 times faster. Regarding the accuracy, the error of total power dissipation is 

around 4 to 6%, the per-cycle error might be up to 20%. 

¶ Power-optimizing High-Level Synthesis. By using the same PowerOpt model for 

both, high-level estimation and for the later implementation flow, no significant extra 

effort is expected.  This makes an integration of this technology both feasible and 

effective. 

 

Since all necessary elements for HW estimation are generated or extracted by SMOG, users 

do not have to do it manually to satisfy PowerOpt requirements. 

Even if, PowerOpt do not support all the C/C++ grammar as for SW tasks, only minor 

changes are required. However, the current practice in Thales, using HLS tools requires to 

refine the input code as well. Which is much less costly than writing HDL code.  
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In conclusion, it is more simple and faster to use PowerOpt to obtain early estimation of tasks 

dedicated to HW blocks. 

  

5.2.1.4 SW tasks estimation SWAT  
 

SWAT tool will provide SW estimations on the host machine and generate automatically 

reports. The estimation accuracy are quite good with regard to the estimation time.  

As for the HW estimation, since all necessary elements for SW estimation are generated or 

extracted by SMOG, users do not have to do it manually to satisfy SWAT input requirements. 

 

However, we need to consider that current up-to-date architectures are more complex (i.e 

caches, multiple piplines, é). For those kind of architecture, SWAT estimations bring to 

much errors.  

For re-integration into the Synopsys simulation platform, the BAC++ model is provided in an 

object code format. Users just need to integrate it to the simulation model at link time.  

Together, with the augmented model generated by SMOG, the callbacks in the object code 

will enable power and timing information during the virtual platform simulation.  

5.2.1.5 Synopsys Virtual Platform  

The Synopsys Virtual Platform gives the possibility to have a fully power-/timing aware 

virtual system before implementation onto the real silicon. The graphical interface facilitates 

the exploration of HW/and/or SW mapping. 

The augmented blocks, obtained after estimation tool processing, will enhance the model for 

very accurate analysis. They will replace the original SCML tasks with no power and timing 

information. The substitution can be done easily using the wrapper generated by SMOG tool.  

The virtual hardware platform is build using generic VPUs, a shared memory, and a standard 

interconnect. When mapping SW tasks to dedicated VPU blocks, the timing and power 

consumption can be recorded during the simulation, HW blocks can also be added or removed 

to the system through TLM-2.0 ports.  

 

Synopsys Virtual Platform will then help designers to analyse accurately SW tasks behaviour 

and interactions between SW modules and HW modules.  

5.2.1.6 MOST  
 

As soon as one or several architecture mapping have been selected in the previous steps, the 

MOST tool will explore at design time all possible configurations of the application and the 

hardware platform.  

 

The application designer is then able to understand the impact of the selected set of 

parameters on each single objective given by the user. The exploration is performed in the 

design space and will derive for each application mode a multi-dimension set of Pareto-

optimal operating points, required by the Global Resource Manager for characterization at the 

initialization of the system. 
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MOST will prepare all input so that the GRM can select the more appropriate choice during 

its heuristic execution. 

With a large number of run-time tuneable parameters (hardware or software), performing the 

exploration will require lot of time and efforts. Using MOST, we can run without the need of 

human intervention 24/7, by paying only the initial overhead to setup the exploration process.  

 

After MOST exploration, the .xml file can be easily integrated by the GRM. In addition, the 

HTML report is automatically generated and give graphically a summary of all variations 

with regard to the input parameters. 

5.2.1.7 GRM 
 

Regarding the COMPLEX design flow in general, the GRM is only apply to use-case 2. This 

tool is not involved directly in the design or exploration phases. It is mainly an independent 

module implemented in C that can be integrated or not to the system. 

The GRM is able to adapt the system execution into a certain application mode at run time. 

The run-time optimization heuristic integrated within the GRM, manages to select the best 

application configuration and application mode with respect to the platform energy budget, 

the available resources and the QoS required by the user. 

In the use-case 2 design-flow, the GRM uses the results from MOST exploration as input. The 

GRM could then being integrated and executed with the application in parallel. The design-

time pre-processing outputs help to improve the run-time decisions and the resource 

requirements of the GRM itself. 

5.2.1.8 Improvements introduced by the COMPL EX flow  
 

As explained in D1.4.1 [6], regarding the proposed flow in the COMPLEX project, especially 

in the audio-driven surveillance use-case 2, it can be integrated into the actual development 

flow. The HW/SW co-design methodology using the SNPS PA, SMOG, SWAT and 

PowerOpt tools will help and drive system designers to take decisions for HW/SW 

partitioning.  

Indeed, with the current development flow, a huge gap still exists between the specification 

and implementation phases. Therefore, implementation phases are very costly and time 

consuming.  

Moreover, in the current industrial flow, there is a lack of communication between system 

engineering, hardware engineering and software engineering teams. Because of increasing 

complexity of developed systems connexions between teams become more and more difficult, 

especially after HW/SW mapping decision. Therefore the COMPLEX framework will provide  

the possibility to perform HW/SW co-design development and to validate choices in detail 

and in common, already before implementation phases.  

The COMLEX flow will then help Thales with regards to its main concern: reduce the cost 

during implementation phase. Indeed, we noticed that too much deviation existe between 

design phase and implementation phase. Thus, validation and verification steps required much 

more efforts.  
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6 Use case 3: Space domain  

6.1 Reminder on use -case 3 

As a reminder, the Space domain application consists of an object survey, tracking and 

imaging system in the market of Space Situational Awareness (SSA), represented in Figure 

14. This system being embedded, performance and power consumption are critical 

requirements. In the scope of COMPLEX, these requirements are managed at different levels: 

¶ At MDA design entry level 

The Model Driven Engineering (MDE) methodology developed within COMPLEX will 

provide techniques, methods and tools to model both the system functions and the hardware 

platform. Moreover, it will allow the specification of the system function allocation to 

platform resources so that it enables the exploration of different allocation schemes. 

By means of UML/MARTE system models, designers and architects are allowed to model 

system functional and non-functional properties, as well as the requirements the system must 

fulfil. Additionally, they can also define the system stimuli environment to enable the later 

system simulation and performance and power estimation. 

¶ At simulation level 

The MDA methodology and tools developed in the scope of COMPLEX will directly impact 

the development of the system by providing early estimation of performances and power 

consumption. Moreover, the design space exploration tools will find the optimal architecture 

given the functional and non-functional properties, and requirement specifications incrusted in 

the system model. COMPLEX tools will favour the refinement of the system models and 

guide architects and designers through the different design choices: system function 

modelling, platform resource modelling, HW/SW separation, assessment of extra-functional 

properties, optimisation and others. 

Attitude and Altitude sensors

Image capturing and 

filtering

Object survey, tracking, 

hazard analysis

 
Optical Device

GPS 

Receiver
Startracker

Antenna

 

Figure 14: Space Situational Awareness system 
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6.2 COMPLEX flow coverage  

COMPLEX steps coverage:  

Use case 3 covers the COMPLEX flow from SystemC specifications to implementation on 

the virtual platform. The global objective of the use case is to offer the possibility to validate 

the efficiency of tools used at each step of the flow. 

Figure 15 shows the COMPLEX flow coverage of the Use Case 3. 

 

Figure 15: COMPLEX flow Coverage of Use Case 3.  

Figure 16 gives a detail of the COMPLEX flow coverage for the Use Case 3, showing the 

interactions between the tools used and evaluated. 
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Figure 16: Detail of the design flow in the Use Case 3. 

Tools coverage:  

In the scope of Use Case 3, the following tools are used and evaluated:  

¶ UML/MARTE TC: model-driven design  

¶ SCOPE+: simulation 

¶ MOST: Design Space Exploration tool 

¶ Synopsys tool: Virtual platform 

¶ IP-XACT TC: model generation  

UML/MARTE TC is in charge of generating, from the UML/MARTE specification of the 

system, the C/C++ source code skeletons, the performance model (including the CFAM 

components and Makefiles to enable the generation of the performance analysis executable by 

SCoPE+ estimation tool) and the input XML files for the DSE loop. These files specify the 

design space to be explored, including the HW/SW platform, the configurable parameters and 

the associated constraints. 

SCoPE+ and MOST tools are in charge of performing the DSE loop: SCoPE+ generates a 

performance analysis executable that consists of a configurable executable model of the 

HW/SW system. This executable performs several simulations of the system for different 

system configurations. On each simulation, the estimations and metrics obtained are provided 

to the MOST tool which checks whether they achieve or not the constraints defined and 

provides the system configuration for the next simulation. 
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Synopsys Virtual Platform tool is used to perform an ISS based simulation of the system for a 

given system configuration, so high level estimations provided by SCoPE+ may be compared 

with those provided by the SNPS tool. 

The IP-XACT tool-chain provides the generation mechanism of a PCT script set-up of virtual 

platform descriptions from a high-level UML/MARTE specification through IP-XACT. In 

this section, we present the different tools and mechanisms of IP-XACT tool chain applied to 

use case 3. 

1- IP-XACT components descriptions are derived given the target platform components 

PCT scripts. Each IP-XACT description references the corresponding PCT script  

initial reference. Figure 17 shows, in the Magillem view, the different components that 

have been created for use case 3. These components descriptions are used as a 

reference when importing the UML/MARTE design specification of the platform. 

They are also needed when creating the PCT script of the virtual platform. Figure 18 

shows an example of defined bus interfaces of a component (ARM1176JZS).  

2- UML models of components are then derived given the IP-XACT components 

descriptions. UML/MARTE users define components assembly for the platform 

architecture. 

 

Figure 17:  IP-XACT components import view in Magillem 
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Figure 18: IP-XACT description of components bus interfaces 

3- The architecture specification is automatically generated from MARTE to IP-XACT. 

In the Magillem viewer, the user has the possibility to import an UML/MARTE design 

into the project, in which the initial components of the platform are defined (see Figure 

27).  
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Figure 19:  UML/MARTE design import into the IP-XACT environment 

The transformation mechanism from an UML/MARTE description to an IP-XACT design is 

as follows (Figure 28): 

- For each component defined in the UML/MARTE design, the MARTE-2-IPXACT 

generator creates an instance from the correspondent IP-XACT component. A 

MARTE component is defined by its type and its list of ports. When a component type 

is not defined or erroneous, an error is raised.  

- For each MARTE connector between two components, an IP-XACT connection is 

created between the two components instances through their defined ports. 



COMPLEX/ST-I/R/D4.3.1/1.0  Public 
Evaluation of the integrated design flow 

 Page 31 

 

 

 

Figure 20: MARTE to IP-XACT transformation 

Figure 21 shows the resulting IP-XACT design of the platform. 

 

Figure 21: IP-XACT specification of the MARTE/UML design 




































